1 Aims and objectives of the Priority Programme

1.1 Anticipated total duration of the project
September 1, 2022 – August 31, 2028
First phase: September 1, 2022 – August 31, 2025

1.2 Aims and scope

The Priority Programme *Visual Communication. Theoretical, Empirical, and Applied Perspectives (ViCom)* investigates the specific features and linguistic significance of visual communication. This comprises sign languages as fully developed natural languages, which exclusively rely on the visual channel for communication, and visual means that enhance spoken language such as gestures. It aims at disclosing the characteristics of the visual modality as a communication channel and its interaction with other channels (especially the auditory channel) to develop a comprehensive theoretical linguistic model of human communication and its cognitive foundations. Although *ViCom* focuses on the investigation of sign languages and gestures as prime examples of visual human communication, the research agenda comprises the investigation of gestures in didactic and therapeutic contexts, their significance for language acquisition, gestural aspects of vocal communication and in the written modality, pictorial narratives as well as visual communication strategies of non-linguistic species and in multimodal human-computer interaction systems.

In recent theoretical linguistic research, both sign language and gestures have been analysed by applying the linguistic tools established for spoken languages. Only little attention has been paid to modelling the specific properties of visual transmission channels. However, it is now becoming evident that the formal linguistic repertoire needs to be extended to meet the specific requirements of visual communicative means. It is thus one of the main goals of *ViCom* to enhance the formal linguistic apparatus and to develop formally precise theories that can deal with and model visual and multimodal communication.

Although gesture research is a new and emerging topic in theoretical linguistics, it has been a central topic for decades in other disciplines, such as cognitive linguistics, semiotics, psychology, neurosciences, animal communication, cultural studies, and conversation analysis. Likewise, cognitive-oriented analyses of sign languages have long highlighted their modality-specific (visual) properties. From an applied perspective, the need for natural multimodal human-computer interfaces has been recognised for some time already. And finally, gestures are important for didactic and therapeutic uses due to their well-established role in language acquisition and learning. So, while there already exists a substantial body of empirical data and a considerable amount of insights into the form and functions of visual communication, this knowledge is distributed across disciplines and has not yet been collected in a unified and comprehensive way. *ViCom* as a highly interdisciplinary Priority Programme aims at bringing together the above-mentioned disciplines and research traditions under a theoretical, empirical, and applied perspective and will use new insights generated in the projects to develop a new comprehensive theoretical model of language and communication that is able to account for all modalities. It will also help to advance linguistic methodology in technological, therapeutic, and didactic environments.

With formal linguistic semantic and pragmatic projects building the core of *ViCom*, the Priority Programme is designed to secure the interaction of projects with a formal linguistic focus and projects from those disciplines that can look back on a longstanding tradition of research in
gesture, sign, and other phenomena of visual communication. Hence, in addition to pragmatists, semanticists, and philosophers of language, the expertise of cognitive linguists, semioticians, psycholinguists, neuroscientists and computer scientists, as well as learning and education researchers is indispensable for the overall success of this enterprise.

The Zentralprojekt provides the research infrastructure for individual projects within ViCom. The budget requested covers the expenses for coordination and components of the research infrastructure which are shared across all projects participating in the Priority Programme and which therefore need to be centrally administered. ViCom consists of about 15-18 individual research projects in each of the two funding periods (2022–25, 2025–28). Overall, we expect about 60-80 directly participating researchers at any time. In addition, we will establish working relations with other research projects in Germany where this is beneficial for the goals of ViCom. Researchers in such associated projects will also be able to participate in events and activities of ViCom. Furthermore, ViCom involves international partners including project PIs coming from non-German institutions that are international experts on visual communication and internationally renowned Mercator fellows. Another important aspect of the project aims at communicating research aims and findings beyond academic research communities and to the public at large. With a balanced catalogue of measures, ViCom also aims at ensuring the success of early career researchers and securing equal opportunities, especially for women and deaf researchers.

1.3 Objectives and programme

In ViCom, visual communication phenomena are investigated in three basic dimensions: (a) theoretical, (b) empirical, and (c) applied. Additionally, all projects are organised in at least one of six project clusters corresponding to the different research objects relevant for ViCom: (1) gesture, (2) sign language, (3) visual studies, (4) animal communication, (5) didactic and clinical aspects and language acquisition, and (6) human-computer interaction systems. In the following, we first describe the aims of the six project clusters before outlining the scope of the three basic dimensions.

1.3.1 Project clusters

ViCom aims at further developing linguistic theories by involving projects from each of the six clusters to advance our understanding of visual phenomena that are relevant for communication. As core visual components of interhuman communication, the first two clusters, gesture and sign, build the center of the programme.

(1) Gesture: In contrast to spoken and sign languages, speech-accompanying gestures (comprising manual gestures, facial expressions, body postures, brow movements, eye gazes, etc.) are not an autonomous linguistic system. They are communicative means that contribute significant information to a statement in addition to the linguistic content of the spoken material. Speech and gesture jointly contribute to the core meaning of an utterance (Kendon 1980; McNeill 1992; Liddell 2003; Kita & Özyürek 2003; Fricke 2012; Müller et al. 2013/2014). Traditionally, gesture studies have been conducted in semiotics, cognitive linguistics, cultural studies, and computational linguistics with a focus on the description and categorization of gestures, their role in language acquisition and their grammatical, semantic, and pragmatic interaction with spoken language in multimodal communication (McNeill 1992, 2005; Özlaliskan & Goldin-Meadow 2005; Kita 2009; Fricke 2012; Müller 2014; Lücking 2013; Harrison 2018; Ladewig 2020).

Gestures are typically more iconic than spoken language and thus semantically transparent to a certain degree. Furthermore, gestures are generally less conventionalised than words or signs. Recent formal linguistic models make different assumptions about how gesture and speech interact, linking the interaction to different linguistically well-known interaction patterns within speech (Kopp et al. 2004; Lascarides & Stone 2009; Giorgolo 2010; Lücking 2013; Ebert & Ebent 2014; Alahvedzhieva et al. 2017; Schlenker 2018a; Esipova 2019; Rieser & Lawler 2020; Ebert et al. 2020, cf. also the discussion in Hunter 2019). Initial formalizations of this gesture-speech alignment vary in their predictions on how exactly timing influences interpretation (e.g. Schlenker
2018a, 2020 vs. Esipova 2019). Recently, first attempts have been made to empirically and experimentally validate some of the models developed to account for the interaction of gesture and language (cf. e.g. Esipova 2017; Brentari et al. 2018; Fenlon et al. 2018, 2019; Tieu et al. 2018; Ebert et al. 2020, to appear).

As for pointing gestures, they have always played a major role within the domain of philosophy of language and theoretical linguistics in the context of demonstratives (Kripke 1977; Kaplan 1989; Nunberg 1993 among many others). But although pointing gestures have been treated as an integral part of establishing the speaker’s intended meaning in these theories, the act of pointing itself has not been further investigated in the traditional literature. Recently, Ebert & Ebert (2014), Lücking et al. (2015), and Ahn & Davidson (2017) have shown that some traditional analyses of gesture-speech combinations can be rethought by taking a closer look at the contribution of the gesture itself. Such a novel view has the potential to shed new light on classic phenomena and enlighten even persistent philosophical debates. This also applies to iconicity-based linguistic phenomena such as role shift and pointing in sign languages, where pointing signs are used to establish reference and anaphoric relations in discourse (Steinbach & Onea 2016).

Another area where gesture research connects to more traditional linguistic research is information and discourse structure. Ebert et al. (2011) show that certain units of gesture structures, i.e. so-called gesture phrases (Kendon 1980), align with focus phrases, an information-structural unit that marks new, important, or contrastive information (cf. also Dimitrova et al. 2016 on beat gestures and focus). Research has also shown that different types of iconic gestures can make the information status of a narration visible in spoken and sign languages (McNeill 1992; see also Kita & Özyürek 2003; Perniss 2007) and reveal the respective viewpoint or perspective of said narration (e.g. Stec 2012; Parrill 2010; Maier & Steinbach to appear; Ebert & Hinterwimmer to appear). Accordingly, so-called character viewpoint gestures (usually enactments with the whole body) convey central information and encode affective content. Observer viewpoint gestures (usually executed as manual gestures), on the other hand, are used more often when peripheral information is transferred (Beattie & Shovelton 2002; McNeill 1992; Parrill 2010). Studies have also demonstrated that gestures are organised according to topic-comment structures of speech (Kendon 1995; Seyfeddinipur 2004). Moreover, gestures make visible semantic threads of longer discourses and discourse topics (Enfield 2004), they mark different phases of a discourse such as the climax of a narrative (Ladewig & Hotze, in press) and enhance narrative performance (Vilà-Giménez & Prieto 2020). Gestures have also been shown to mark and visualise speech acts and sentence types (Streeck 2009; Bressem & Müller 2014; Cruz et al. 2017; Domaneschi et al. 2017; Harrison 2018; Brentari et al. 2018) as well as discourse moves and to regulate turn-takes in dialogues (Streeck & Hartge 1992; Schmitt 2005; Bohle 2007; Mondada 2007; Holler et al. 2018; Ginzburg & Lücking, to appear).

Cross-modally, certain spoken and written language phenomena can also be referred to as gestures. These are non-standard expressions or amendments from standard expressions that heavily draw on iconicity and have some depictive (rather than descriptive) character. This concerns ideophones (Dingemanse 2012; Ćwiek 2021) as well as prosodic modulations such as lengthening or pitch changes (Okrent 2002; Perlman & Benitez 2010) or their equivalents in written language (Fuchs et al. 2019). ViCom is also designed to investigate these vocal and written language gestures to be able to compare iconic means across different modalities, i.e. acoustic, graphemic, and visual gestures.

(2) Sign languages: Each theory of language and communication has to account for the fact that natural languages come in at least two modalities. Like spoken languages, sign languages are fully developed natural human languages. Unlike spoken languages, sign languages do, however, not use the auditive-oral modality but exclusively the visual-gestural modality. Since Stokoe’s (1960) seminal work, sign languages have been intensively investigated and research on their structure and use has proven beyond any doubt that sign languages are complete and independent natural languages with a complex grammatical system (cf. Sandler & Lillo-Martin 2006;
Brentari 2010; Pfau et al. 2012; Goldin-Meadow & Brentari 2017). Likewise, psycho- and neuro-linguistic studies on the acquisition, production, and processing of sign languages have shown that both modalities share the same neural networks and similar cognitive processes (Chen Pickler 2012; Corina & Spotswood 2012; Dye 2012; Hohenberger & Leuninger 2012).

Given these similarities, it is, however, equally important to identify the impact of modality on the architecture of linguistic structures and language use and to develop linguistic theories that account for both modality-independent as well as modality-specific properties. There appear to be three key modality-specific properties of sign languages which set them apart from spoken language. Firstly, sign languages systematically exploit their ability to express different grammatical categories simultaneously (Meier 2002; Aronoff et al. 2005). The second difference is due to the spatial nature of sign languages: sign languages use the geometrical properties of the three-dimensional signing space to realise morphosyntactic, semantic and pragmatic categories in a systematic way (Perniss 2012; Steinbach & Onea 2016). The third difference concerns the interaction of gesture and sign languages: sign languages not only have a gestural origin (Senghas & Coppola 2011; Sandler et al. 2014), but the close interrelation between manual and nonmanual gestures and sign language is still visible in the linguistic structures of developed sign languages and a core feature of visual-gestural communication (Emmorey & Reilly 1995; Rathmann & Mathur 2002; Liddell 2003; Goldin-Meadow & Brentari 2017; Schlenker 2018b). This third difference between the two modalities, i.e. the interaction between gesture and sign language, is the most relevant for ViCom. In sign languages, gestures can be used to express parts of the propositional content as, for instance, in role shift (Steinbach 2021), gestures can enter the lexicon (Janzen 2012), and gestures can be grammaticalised and pragmatized (van Loon et al. 2014).

Although these examples show that sign languages draw on gestural sources and systematically integrate gestural components at different levels of grammar and language use, the impact of gestures on the grammar of sign languages and the extent to which gestures and sign language interact remains a controversial topic in sign language linguistics (see e.g. Liddell 2003; Wilbur 2013; Vigliocco et al. 2014; Goldin-Meadow & Brentari 2017; Brentari & Goldin-Meadow 2017). Formal linguistic analyses have only recently addressed the relevance of gestures and thus integrated insights from cognitive linguistics into formal analyses, which is a promising new development. However, a comprehensive model of the similarities and differences between gesture and sign language and the systematic interaction of gesture and sign language framed within more recent formal linguistic theories has yet to be devised (for first analyses see Davidson 2015; Schlenker 2018a,b; Ebert 2018; Maier 2018; Hübl et al. 2019; Oomen 2020; Maier & Steinbach 2022).

A related difference between spoken and sign languages, which is important for the discussion of the impact of modality, relates again to the visible nature of sign languages. For years, the prevailing opinion in the literature has been that sign languages are ‘more iconic’ than spoken languages. A potential explanation for this difference is often seen in their visual basis, i.e. in the fact that the visual system allows for more flexibility in iconic mappings than the auditive system (Perniss et al. 2010; Taub 2012). Whether this is actually the case is still under discussion and up for investigation (Perlman & Lupyan 2018).

(3) Visual studies: In addition to human face-to-face communication, there are other forms of culturally grounded visual communication that have recently attracted the attention of theoretical linguists. These are for instance non-verbal pictorial representations (Abusch 2013; Abusch & Rooth 2017; Greenberg 2018), picture narratives and comics (Maier 2019) as well as films (Cumming et al. 2017), certain forms of dance (Napoli & Kraus 2017; Patel-Grosz et al. 2018; Charnavel 2019), and the use of emojis in social media and elsewhere (Grosz et al. 2021; Kaiser & Grosz 2021). All these communication forms make heavy use of iconic symbols. A theory of visual communication that aims at representing and seriously integrating a component of iconic semantics will evidently profit from investigating these other forms of communication that are based on iconic mappings of meaning.
Additionally, first attempts have been made to analyse visual narratives, i.e. films, with their inherent camera viewpoint rules and natural interpretation schemes with the help of formal semantic methods (Cumming et al. 2017). Films are, like pictorial narratives, a sequence of discontinuous parts, in this case, camera shots (cf. Schlenker 2019). Like in pictorial narratives, we find preferences for the interpretation of viewpoints and viewpoint shifts in films, which are well documented, but not well understood with respect to the question of where they stem from.

(4) Animal communication: Recent developments have led some researchers in formal semantics to begin to investigate animal communication with established formal linguistic tools, sometimes in collaboration with anthropologists and neurobiologists. So far, the majority of studies on animal communication systems with a semantic focus have mainly explored auditory-based systems. The aim of these new models for animal communication is to analyse empirically gathered data with formal linguistic tools. Furthermore, a semantic analysis of animal communication strategies is put on a truth-conditional basis with the relevant question being: under what conditions is a certain communication strategy (e.g. an alarm call) ‘true’ or appropriate?

ViCom takes a more holistic view on animal communication systems by focusing on gesture-based as well as multi-modal communication. For instance, great apes, like humans, combine visual and non-visual means to communicate, i.e. alarm calls, manual and facial gestures, body postures, etc., which provides an opportunity for the interaction of visual and non-visual communication strategies and interactions (see Fröhlich et al. 2019; Hobaiter et al. 2017). Furthermore, Pika (2008) and Kersken et al. (2018) showed that there is a great overlap between the repertoire and types of gestures used by great apes and those used by pre-linguistic human children, although the difference between the gestures of humans and nonhuman apes is often stressed in the literature (e.g. Tomasello 2006; see also Liebal et al. 2005 and Krause et al. 2018). A closer look at visual strategies of nonhuman animal communication also has the potential to shed new light on the prevalent question about the origin of human language. While we know that sign languages have gestural origins (Senghas & Coppola 2011; Sandler et al. 2014), this is only one of the theories for the origin of spoken languages (Tomasello 2008).

(5) Didactic and clinical aspects & language acquisition: The eminent role of gestures in (spoken and sign) language acquisition (Özsalişkan & Goldin-Meadow 2005; Morgenstern & Guidetti 2017; Rohlfing 2019), cognitive development (Church & Goldin-Meadow 1986; Goldin-Meadow & Alibali 2013), and for conscious learning is well-established. On basis of experimental studies, Goldin-Meadow and her colleagues have shown that gestures can reveal whether children are in a transition phase to reach a new cognitive-developmental step. Furthermore, gestures are an important precursor of children’s subsequent language development (see Colonnesi et al. 2010; Goldin-Meadow & Alibali 2013; Beuker et al. 2013; Igualada et al. 2015; Özçalışkan et al. 2016). In addition, it has been shown that the early use of pointing gestures plays a role in predicting language development of clinical populations, such as children with language delay (Lüke et al. 2020) or autism spectrum disorder (Özçalışkan et al. 2016; Sansavini et al. 2019). It is also well-known from the literature that vocabulary learning can be enhanced significantly with manual gestures (e.g. Capone Singleton 2012; Kushch et al. 2018). Producing gestures, as well as watching someone else produce gestures while learning new words, helps learners memorize said words and iconic congruent gestures have been shown to have a more significant effect than meaningless or incongruent ones (see e.g. Kelly et al. 2009; Macedonia et al. 2011; Andrä et al. 2020). This beneficial effect of iconic gestures for word learning was also found in children with developmental language disorder (Weismer & Hesketh 1993; Lüke & Ritterfeld 2014; Vogt & Kauschke 2017; van Berkel-van Hoof et al. 2019) and is now under investigation as a means to support children with language barriers in inclusive settings (BMBF project, 01UL1811X).

During the last decade, gestures have also been shown to be important for learning in mathematics (Goldin-Meadow et al. 2009; for learning anatomical knowledge, see Cherdieu et al. 2017). Studies range from investigations on early childhood mathematics education (Elia 2018) to adult learning during the display of mathematical content, e.g. the concept of fractions (Edwards 2009).
Vogel & Huth (2020) stress the importance of actions and gestures for learning mathematical concepts and point to their relevance for digital learning environments, with touch gestures in digital settings triggering digital actions on the screen. To the same end, it has been shown that vocabulary learning in a digital learning setting involving a congruent finger gesture that controls an animated figure on a touch device could be enhanced by using this interactive learning method (Ebert et al. 2018). ViCom aims at further investigating the supporting role of gestures in language acquisition and educational settings in order to gain more insights into their nature and the significance of gestures for language.

(6) Multimodal human-computer interaction and computational methods: Visual communication means have a longstanding tradition in the area of human-computer interaction. To build artificial agents that are capable of natural, human-like interaction, these agents have to use verbal as well as non-verbal communication means. Most prominently, this led to the development of Embodied Conversational Agents (ECAs; Cassell 2000; Kopp et al. 2004; Pelachaud 2005). Continuing these technical developments, ECAs have been used as social agents, emphasising their emotional display and facial expressions (Kopp 2010; Krenn et al. 2011). An especially interesting and important area of application are automatic translation and avatar technologies which are not able to be used in linguistic and corpus-based research but can also provide accessible communication in multimodal contexts, especially for sign language communication (Wolfe et al. 2016). Within virtual reality (VR) applications, gestures are an input device that serves to steer the application (as such they are an alternative to controller-based VR applications). Gesture recognition can be sensor-based, glove-based, or vision-based (e.g., Li et al. 2019). It consists of mapping manual input onto predefined “gesture lexicons” like the by now ubiquitous touch gestures for smartphones and other new applications (e.g., Kamel Boulos et al. 2011).

1.3.2 Basic dimensions
While ViCom’s orientation of the content relates to the six clusters described in the previous section, methodologically the programme makes reference to three basic dimensions, (a) theoretical, (b) empirical, and (c) applied, that will be laid out in this section and that define the overarching objectives of this programme.

(a) Theoretical model: The first major goal of ViCom is the development of new cross-modal formal theories of linguistic structure and communication. To this end, existing theories e.g. from theoretical linguistics, sign language linguistics, or gesture theory, need to be compared, modified and advanced to capture visual communication phenomena. This requires the development of new formal tools and an extension of the formal apparatus to be able to describe, for example, iconic, demonstration-based and sociolinguistic components in the same formally rigorous way as other language phenomena. The final result should not only explain gestural meaning contributions and the systematic interaction of gestures with sign languages but also account for visually based cultural communication forms (as in films or comics or with the use of emojis in social media). Furthermore, it should provide a novel view on animal communication systems and language development. To achieve this aim, it is crucial that linguists collaborate closely with neuroscientists, anthropologists, and researchers from biocognition, language acquisition, animal studies, and other research areas laid out above.

As pointed out above, ViCom starts from a theoretical linguistic point of view, namely that of semantics and pragmatics or in other words the linguistic research tradition which develops linguistic theories on the basis of formal and mathematical models. Within this research tradition, the existing formal models of language meaning and use have, until very recently, been based solely on spoken or written language phenomena. Nonetheless, visual communication systems differ in several aspects from spoken language and the analysis of the visual modality requires modified or even new formal tools, which will differ from the existing ones. For example, sign languages
and gestures have iconic properties, i.e. they map aspects from the real world iconically to the visual space. In addition, gestures are used to demonstrate (aspects of) actions and events visually (Clark & Gerrig 1990). Iconicity and demonstration are two phenomena that are crucially different from other linguistic phenomena that are well-examined. New formal models and theories will be needed to do justice to these specific properties of visual communication. This will also shed new light on the analysis of spoken languages (cf. Schlenker 2014, 2019). The co-existence of arbitrariness and iconicity in language is now also an emerging topic of discussion in spoken and written language linguistics (Dingemanse et al. 2015; Lupyan & Winter 2018; Fuchs et al. 2019; Krivochen & Lacková 2020).

(b) Empirical coverage: A second major goal of ViCom is the collection and unification of empirical and experimental data from various disciplines, the advancement of available methods and the development of novel methodology for data collection and validation of formal models in the domain of visual communication. In recent years, researchers have started to build and analyse representative multimodal corpora of sign languages as well as gesture-speech interaction (Joo et al. 2017; Paggio et al. 2020). Two representative corpora important for ViCom are the DGS Korpus, a long-term corpus project on German Sign Language (DGS) of the Academy of Sciences in Hamburg (Hanke 2016), and the Bielefeld Speech and Gesture Alignment Corpus (SaGA) (Lücking et al. 2013). Both corpora are among the largest corpora in their field and have set new standards for the collection of multimodal data and the linguistic annotation of sign languages and speech accompanying gestures. Notable other corpora are the Multimodal SmartKom Corpus (Schiel et al. 2002), the AMI meeting corpus (Carletta et al. 2006), DUEL (Hough et al. 2016), FIGURE (Lücking et al. 2016), and The Corpus of Interactional Data (Blache et al. 2017). To annotate these multimodal corpora, video-based annotation tools are used (Cassidy & Schmidt 2017). ViCom aims to further develop such multimodal corpora, for example the integration of motion tracking technologies (motion capture, open pose) and defining common standards for multimodal annotations.

Likewise, new developments in experimental sign language and gesture research offer new perspectives on visual communication through the investigation of psycho- and neurolinguistic aspects of the acquisition, production, and comprehension of sign, speech, and gesture in different contexts, using various experimental methods such as controlled production and judgment tasks, motion capture, eye tracking, ERP, and fMRI. Recent experimental studies have investigated different topics and have focussed on the interaction of spoken language and gestures (de Ruiter 2000; Kita & Özyürek 2003; Mittelberg 2018; Tieu et al. 2018; Ebert et al. 2020, to appear), sign language and gestures from various perspectives (Emmorey et al. 2003; Schouwstra 2012; Hellberger & Sammler 2016; Weisberg et al. 2016; Finkl et al. 2020; Leonard et al. 2020), and the impact that visual input has on linguistically relevant categories such as alternatives or presupposition (Tieu et al. 2019; Schlenker 2021).

An important aspect of empirical studies on multimodal communication is the advancement of methods, tools, and common standards for experimental studies, data annotation, and data evaluation (Van Herreweghe & Vermeerbergen 2012; Hollier 2014; Wagner et al. 2014; Orfanidou et al. 2015; Wei et al. 2016; Pouw et al. 2020). Working with visual data and stimuli captured on video and eliciting new data beyond classical grammaticality and felicity judgments requires the development of new integrated methods in psycho- and neurolinguistics as well as in computer science to capture the specific properties of multimodal data in experimental and corpus studies. Likewise, new standards of image processing, (automatic) annotation, and statistical evaluation are necessary to handle multimodal corpus data. In this respect, ViCom can build on computational linguistic and experimental expertise gained in the SaGA and DGS corpus projects, the Priority Programme XPRAG.de, and the experience within various labs that will be involved in ViCom. Empirical research on sign languages additionally faces the challenge that deaf participants are a special linguistic and cultural minority with specific linguistic and social features in many societies (Quer & Steinbach 2019). Therefore, for ethical reasons, any kind of empirical
investigation has to consider the specific needs of deaf participants.

(c) Application: The third major goal of ViCom is to learn more about the possibility of transferring results from research on actual physical gesturing to the applied use of gesturing in digital learning settings or virtual world environments. One pertinent question is the following: can gestures in these environments enhance learning in the same way as we know that actual physical gestures support vocabulary learning or mathematical learning? ViCom also aims at finding out more about the key role that gesture, action, and visual means play for language development and learning in different environments, such as pre-schools or schools, and for different groups (people with communicative barriers, typically developing children, people in the autism spectrum, children with language delay, and others). It will furthermore foster the development of new didactic theories and tools and aims to contribute to improving the utilization of sign language and gestures in the different settings (e.g. within schools, interpreter training, vocational training, etc.). Additionally, ViCom aims at facilitating the development of automatic annotation programmes, gesture and sign recognition systems, as well as sign and gesture generation systems (multimodal avatars) and human-computer interaction systems. One important question is how human-computer interaction can be made more natural for users.

It is essential for the success of this programme that the envisaged clusters and dimensions involve different disciplines and foster exchanges between these fields and their different research traditions, backgrounds, and methods, as only such a diverse and interactive interdisciplinary constellation will bring the merits that we expect. ViCom will then pave the way for new long-term collaborations and the establishment of new research groups, thus effectively shaping research on gesture, sign language, and other forms of visual communication in Germany and internationally.

The structure of the Priority Programme ensures optimal coherence across projects and facilitates close collaborations between different projects in various respects. Projects within one cluster will work in close collaboration, delegate one PI to the steering committee, apply for joined workshops in the workshop programme and propose Mercator fellows. To ensure a good interaction across the six potential clusters, projects in the same cluster will define common aims and exchange theoretical and methodological expertise, as well as interim results, in order to investigate all research objects with respect to all three dimensions. Likewise, projects with a focus on one of the three dimensions will collaborate to enhance theoretical models, empirical methods as well as technological, didactic, and therapeutic means. Projects with a strong empirical bias will establish a forum to discuss methodological aspects of different kinds of empirical research and to share recent developments in methodology. Specifically, we envisage a specific measure to ensure the exchange among data-oriented, i.e. empirically and experimentally focused or corpus-based projects: We will strive to build a network among ViCom members conducting empirical research and to develop a joint open science database with collectively developed shared annotation and coding schemes and common standards for metadata for audio-visual data. The network will be supported by an IT technician and led by one trained and renowned specialist among the PIs of ViCom. Members will meet in workgroups and workshops on a regular basis (for details see measure open science database below). Similarly, projects with a strong theoretical bias will discuss problems in theory building and share advances in the development of new theoretical models, predominantly via joint project workshops, short-term collaborations, or at the annual meetings. Finally, projects with an applied bias will be in close contact to test and promote the applicability of new findings in different areas. This can be accomplished by applied studies in varying contexts, the development of practical open-access tools, knowledge transfer, and third mission activities (see also the section on public relations below). Ideally, each project will be part of an interactive network of projects working on the same research object on the one hand and a network of projects investigating different topics, but using similar theories or methods or developing similar tools for application on the other hand.
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